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Abstract: This paper develops a hierarchical control architecturedaalledsequential behaviourse.

for plant dynamics and specifications that are represestéaraal languages of infinite-length words.
Our main result is the elaboration of structural propettties (a) allow for abstraction based controller
design and that (b) are preserved under closed-loop cotigrodihus, we propose to alternate controller
design, closed-loop composition and abstraction in orderanstruct a hierarchical control system.
Technically, our results are based on a variation of inpupot systems as introduced by Willems
(1991), with a particular focus diveness properties.e., sequential behaviours that are not necessarily
topologically closed
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1. INTRODUCTION tual feedback to a server of any individual one of a number
of clients. The corresponding-languages share the technical

It is common engineering practice to address complex cbntrBroPerty that they are ndopologically closedWhile the lit-
problems by a hierarchical system design. In the context gfature on supervisory control commonly represents rateva
supervisory control (Ramadge and Wonham, 1989), this pmcllynamlcs as-languages, the C(?re results are also z.ivalllable for
ciple has been formalized from a variety of perspectives, s -languages (Ra!“adg?’ 1989; Kumar et al., 1992’ Th!stle and
e.g. Zhong and Wonham (1990); Wong and Wonham (1996 onham, 1994), mclu_dlng the situation of _partlal obsdorat

da Cunha et al. (2002); Leduc et al. (2005); Schmidt et a hllstle and Lamouchi, 2009) and abstr_act|0n based cadetrol
(2008). In contrast to monolithic approaches, the benefits ide3|gn (Moor et al., 2011). However, hierarchical contras h
clude not only a systematic derivation of adequate models ggot yet been addressed explicity for genaralanguages.

the individual levels of abstraction, but also computadidea- |n this paper, we extend the approach from (Moor et al., 2003)
sibility for large scale systems. to the situation of not necessarily topologically closed
languages. While (Moor et al., 2003) is set within the frame-
lyvork of Willems’ behavioural systems theory, and, thus; for
mplly usesw-languages to represent behaviours, it effectively
requires plant and controller to be topologically closeadd,a
thus, excludes liveness properties other than a nonblgckin
closed-loop. Similarly, (Perk et al., 2006) models system-<
fnents by prefix-closegtlanguages, which exhibit a topolog-
ically closed limit, and, thus, can not represent generahiess
properties. Conceptually, the current contribution séfers to

a notion ofnon-anticipating input-output systertts achieve a
Iq]onblocking closed-loop configuration. However, we impose
no further constraints regarding liveness properties gxsel

ﬁ)é/ the plant or required by the specification.

In this paper, we further develop a hierarchical controhéec-
ture that was originally presented to address a class ofidyb
systems (Moor et al., 2003) and subsequently discussed
discrete event systems (Perk et al., 2006). For each individ
level of the hierarchy, it is proposed to design a contraier
cording to a language inclusion specification. Regardifgtga
properties, one may base the design on an abstraction of
levels below, i.e., on a superset language that accountnfor
trajectory the lower levels can evolve on. Clearly, an alyea
available abstraction is the specification used for thegtesi
of the level below. Computational benefits are expected fro
alternating abstraction and controller synthesis, siheespeci-
fication does not need to express how the control objective
achieved. This has been demonstrated by a transport syst€his paper is organized as follows. Section 2 introducea-not
example in (Perk et al., 2008). tion, recalls well-known facts and establishes requirethias

Regarding liveness properties, the situation is more ireal regqrdmg formz;l Ianguages_. Section 3 dlscussgs a Clmﬂ"
than for safety properties. Here, (Moor et al., 2003; Per.et configuration with external signals and characterizes asitvlie

2006) refer to a variation of input-output systems propdsed controllers in terms of achievable closed-loop behaviSec-

Willems (1991) in order to obtain a nonblocking closed-looﬁion 4 shows that re_Igvant plant properties are retaine@und
configuration as a structural liveness property. i.e., esped closed-loop composition, and, thereby, establishes aitvier

independently of the particular plant dynamics. This sgttip- cal control architecture.

pears to be a natural choice for the hybrid systems discussed

(Moor et al., 2003). However, more general liveness progert 2. PRELIMINARIES

can be expressed by languages of infinite-length words, also

known assequential behavioursr w-languagesExamples of For afinite alphabet, theKleene-closur&* is the set of finite
liveness properties include eventual task completion enev stringss= 010 ---0p, N€ N, g; € Z, including theempty string



£e€ X e¢2. Iffortwo stringss,r € * there exist$ € 2* such
thats=rt, we sayr is aprefixof s, and writer <s. If r £ s, we
sayr is astrict prefixof sand writer < s. A x-languageoverX is
a subset C >*. Theprefix-closurgor shortclosurg of L C **
is defined by pre ;= {r | 3se L :r <s} C *. A language
L C >*is calledclosedif L = preL. GivenL, K C 2*, we sayK
is relatively closed w.r.t. lif K = preKNL. The closure operator
distributes over arbitrary unions of languages. Howewgitte
intersection of two languagés K C *, we have préL NK) C
(preL) N (preK), and, if equality holdsl. andK are said to be
non-conflicting A x-languageK is said to becompleteif for
all se preK there existsr € X such thaso € preK.

The natural projectionp, : ¥* — X3, 3, C %, is defined iter-
atively forse ¥, o0 € Z: (1) p,€ = €, (2a) R(so) = py(s) o
if 0 €%, and (2b) g(so) = py(s) if 0 ¢ Z,. The set-valued
inverse g' is defined by g'(r) := {s€ Z* | p,(s) =r} for

Let (sq) € Z* be a strictly monotone sequence of prefixes of
a stringw € “. We define thenatural projection for infinite
stringsby pPw:=Ilim (p,s,) forwe Z®, ne N, 2, C Z. The set-
valued inverse is defined by f(v) := { we Z¢ | p¥(w) = v }
for se 5 UZ%. When extended tw-languages, the projection
distributes over unions, the inverse projection over usiand
intersections. Both commute with the prefix operator.
Lemma 2. Given the alphabetg, 2, C 2 and the languages
L=preL C 3%, Lo, C X} andL, C 22, thenitis

(i) (p¥limL)NZY =limp,L,

(if) Po“lim Lo = (limpy*Lo) N (Po“25),
(iii) clopy®Lo = (p,“cloLy) U (pypreLlo).
Proof. Ad (i) (C): We pickw € (p@limL) NZ¥. There exists

velimL s.t. (p¥v) N Z¥ = w. Hence, there exists a m.u. se-
quence(py,sn) € poL such thatw = lim (p,sn) = p¥v. Thus,

r € 5. When extended to languages, the projection distributgg — lim(pysn) € limpyL. (2) : We pickw € limp,L C Z%.

over unions, and the inverse projection distributes ovésns
and intersections. Furthermore, the closure operator agesn
with projection and inverse projection. Givén K C ¥*, and
a set of uncontrollable evenis,: C 2, we sayK is control-
lable w.rt. (Zye, L), if ((preK)Zyc) N (preL) C preK. Given
L, K C 2*, and a set of observable everig C >, we say
K is normal w.r.t. (Zo, L), if preK = (py*pypreK) N (preL).
Controllability, normality, completeness, prefix-closeds and
relative closedness are retained under arbitrary union.

An infinite stringoverZ is defined as a functiow: N — X. By
2@ :={w|w:N — X} we denote the set of all infinite strings
overX. A monotone sequence of stringenoted bys,) C =,

is a sequUencEsy)nen, Sh € 2, S < She1 for all n e N. We call
(sn) unbounded ifisy| is unbounded. The point-widenit of a
monotone sequends,) is denoted by linfs,) € Z*UZ“. An
w-languagds a subset C >* and we denotev-languages by
calligraphic letters, in contrast telanguages. Thprefixof an
w-language is defined by pfe:= {s€ Z* | Gw e L : s< w}.
The prefix ofw € £ with lengthn € N is denotedv" € Z*.

There exists a m.u. sequen®) C pylL, s.t. lim(sy) NZ¥ =
lim (sh) NZ¥ = w. SincelL is prefix-closed, we can pick a m.u.
sequencéry) C L such that(p,rn) = (s1). We denote its limit
byv:=Ilim (r,) ClimL C X*. Observe thatg’v=lim (p,rn) C
pPlim L. Thus,w = lim (p,rn) NZ¥ C (pp®limL) N ZY.

Ad (i) (C): We pickw € p,°limL, C p,“2Y. Then, gw €
lim Lo, i.e. we can pick a m.u. sequen@ss,) C L, and observe
that(sn) C py'Lo. Hencew =1im (s,) € (limpy'Llo) N (Py“ZY).
(D) : We pickw € (limpgtlo) N (pg®ZY). There exists a m.u.
sequencésy) C pgtlo, With lim (sy) N (pp“Z¥) = w. The se-
quence (gsn) C Lo is also m.u., since in the case of a bounded
sequence, we must hawe= suwith u € (X — Z,)%. In particu-
larw ¢ p;“Z&. We denote its limit by :=lim (p,sn) Clim Lo C

2% and observe thatjw = v. Hencew C p;“lim L.

Ad (i) (C): We pick w € clop,®Lo. Then, there exists a
m.u. sequences,) € py'preL, such that linfs,) = w and
(PoSn) € preLo. Case thatfp,s,) is a bounded sequence, then
lim(pown) = pYw € preL, and w € py“preL,. Otherwise,
lim(pysn) € cloL, andw € py“cloLo. (2): (1) We pickw €
po“cloLy. Then, there exists a m.u. sequelipgs,) € preLo

The prefix of anyw-language is complete and the prefix op-and (s,) C preg®Lo. Thus,w = lim(sy) € clop,“Lo. (2) We

erator distributes over arbitrary unions @flanguages. How-
ever, for the intersection of twa-languagesC, K C 2%, we
have pré£L N K) C (preL) n (prek), and, if equality holds,
the languages are said to men-conflicting The languages
L, K C Z% are locally non-conflictingif (pre£) N (prek)
is complete. For a languadeC 2*, the limit is defined by
limL:={lim(s) | (s1) €L} NXZ®. Note that prelint. = L, iff

L is complete and prefix-closed. Hence, prelimfre preL.
Lemma 1. Given the languagek, K C X*, with K = prekK,
then lim(LNK) = (lim L) N (limK).

Proof. (C): We pick w € lim (LN K). Then, there exists a
monotone and unbounded (m.u.) sequefssee L and(s)) €
K. Further,w = lim (s;) € limL andw € limK. Thus,w €
limLNIimK. (2): We pickw € limL NlimK and observe that
for anyw” € L we havew" € K, for all n € N, sinceK = preK.
Thus,w" € LNK, andw = lim (w") € lim (LNK). ]

The topological closure(or shortclosurg of an w-language
L C 2% is defined by cld := limpre£. An w-language is
said to beclosedif clo £ = £. The limit of a prefix-closed
x-language is topologically closed. Given two-languages
L, K CZ% we say, thatk is relatively closed w.r.t.C, if

pick w € p;“preLo. Then, there exists € preL, such that
pPw = s, i.e. there exists a m.u. sequen(®) C p,’s C
porpreLo = prep®Lo andw = lim(sy) € clopy;“Lo. O

For w-languages, we use the same definitiomedontrollability
asin (Mooretal., 2011): giveh,c C ZandL,H C Z¥. ThenH
is said to bew-controllablew.r.t. (X, £) if for all s€ (pre£) N
(preH) there exists &s C LNH with s € preVs, and

(i) preVsis controllable w.r.t. pr&, and
(ii) Vsis relatively topologically closed w.r.L.

For # C L, our notion of w-controllability is equivalent to
w-controllability as introduced by Thistle and Wonham (1294
Addressing situations whefi is not necessarily a subset 6f
our notion ofw-controllability implies thatC and? are non-
conflicting. Furthermoreg-controllability is preserved under
arbitrary union, see (Moor etal., 2011). Givénk C 2%, and a
set of observable evenig C ¥, we say thafC is w-normal w.r.t.
(30, L), If K= (p?pYK) N L, see e.g. (Kumar etal., 1992).
Lemma 3. Let K be rel. closed w.r.t£ C ¥ andZ, C %, then
K is w-normal w.r.t.(Z,, £) if pre L is normal w.r.t. Eo, preL).

Proof. K = (cloK)N L = (lim ((pg*pprek) N(preL)))NL =

K = (cloK)N L. The closure operator distributes over finite(limprep,“pSC) N (limprel) N L = (clop“pSK) N LD

unions ofw-languages, see e.g. (Ramadge, 1989).

(Pp“PYK) N L D K. Equality implies thafC is w-normal. O



3. CLOSED-LOOP WITH EXTERNAL SIGNALS Projections from strings or infinite strings ovErare denoted
p_ and @, respectively, with a subscript to indicate the respec-
The closed-loop configuration under consideration comsibt tive range; e.g., p for the projection fron®* to Z .
a controller component, a plant component, and three ports
for system interconnection; see Figure 1, on the left. Thg1 Pl .
motivation of explicitly addressing external interacti@to ' ant properties
specify the relationship between internal and externabietur

behaviourl C X5, must exhibit alternating input and output

Each of the three ports is realized by synchronization efralt events, and accept any input event from the controller aomd fr
nating input-events and output-events, from alphabetstéein the environment. For the acceptance of input events, wetefe
U_ andY_, respectively. As in (Moor et al., 2011; Perk et al. the notion of a locally free input; see also (Perk et al., 3006

2006), this particular form of system interconnection ref® - # -
the notion of input-output systems from Willems (1991) an(f)ﬁgwll?rgesi.nf)ﬁqifa languagé € 27, the alphabet) € > is a

is a crucial prerequisite for our results on abstractionetlas

controller design in Section 4. (Vse€ =¥, u,u’ €U)[su € preL = sy’ € preL].
YcT lUc YCT luc Formally, we require the plant behaviour to possess theabelo
properties P1 and P2 and referdas anlO-plant.
Yo Up <> | Specificationt P1 £ C ((YpUp)*(YeUe)*)® C Zg’e.
P2 preL possesses locally free inpldg andUe.
Yel TUE Yel TUe For the subsequent discussion, it turns out convenientise ra

L C z5, to the overall alphabet, and to consider

. —w * * *\ W
Internally, the plant and the controller synchronize aléer Lz 1= ppel(L U preﬁ_)ﬁclo(((Yp(YCUC) Up) (YeUe.) ")
ing symbols fromz, = UpUY,, and, thus, form a closed-loop as thefull plant behaviour The particular construction ensures
configuration, similar to the common setting of sampled dat&at the inverse projection does not introduce artificiaiess
continuous control systems. Furthermore, the contrafiegri ~ properties while enforcing the intended event order. Moeeo
acts with a high-level operator, while the plant is syncliwed if £ is an 10-plant, thenC; possesses locally free inputs,
with a low-level environment. We take the perspective that t UpUYc andUe by construction.
operator seeks to affect the environment according to legéak
commands fronJc. The controller is meant to implement each3
high-level command on the plant by applying suitable events
from Up, while monitoring the plant responses rangingyjn h . f the | inclusi ificati
Eventually, the controller shall provide a high-level fbadk The fj}?"” purpose of the language inclusion specitication
event from, to the operator, in order to receive the subsequefit= = IS t0 relate external to internal signals. However, for the

high-level command. A specification referring to the overal lerarchical control architecture in Section 4, we alsaunen
alphabet is meant to relate high-level events fim= Us Y, that the external closed-loop behaviour again possesses th

to low-level events fronEe — UesUYe, and, thereby, formally plant properties P1 and P2. In particular, the externaledes

define the consequences of high-level commands; see also I'—@Op must persistently provide higlh-level feedback raggm
ure 1, to the right. ¢ and it must accept any external input events fidggrandUe.

Technically, thdO-specification€ must satisfy E1 and E2:

For the further discussion, we summarize the relevant param g1 ¢« (( (Y .Uo)* (YaUo)* )V (YoYU ) UL ) )@

ters as aontrol problemand subsequently introduce conditions < (((pUp)" (Yee)" )* (¥p(YeU) "Up) )

and requirements to characterize acceptabletions

Definition 4. A control problemconsists of _
5 = 3,UZe U3, the overall alphabet, 3.3 Solution to the control problem

3¢ :=U:UY, thehigh-level control events

Fig. 1. Closed-loop configuration

2 Specification properties

E2 pre€ possesses locally free inpuids andUe.

Given a control problentZ, £, £) with an 10-plant and an

Zp = UpUYp, theinternal plant events |O-specificationg, consider a candidate controllét C 3&,

Ze 1= UeUYe, theenvironment events For convenience, we writll; := p,5H C % for the controller

L C (£,UZe)%, theplant behaviourand behaviour w.r.t. the overall alphabet. Far to be asolution

& C 59, thespecification to the control problem, it must enforce the specification and

satisfy the controllability condition w.r.t. the plant kehour.
Throughout this paper, the individual alphabets are ols/iourormally, we impose the following conditions C1 and C2.
from the context and we concisely refer to the control proble 1 7/ enforces the specificatiaf i.e., £ N Hy C E.

by (2, £,£). Furthermore, we denote C2 s is w-controllable w.r.t(Zyc, Ls).

Zpe : Zp\Ze, theplant alphabet Note that C2 implies thafs and?{s are non-conflicting. More-
Zep 1= ZcUZp, thecontroller alphabet over, by C1 and E1, we obtain thell closed-loop behaviour
Tee 1= 2. USe, theexternal alphabet K:=L[H:=(pgel) N (PpH) = L:NHs.

Z”°_:: UeL¥p U2, theuncontrollable eventand Thus, the closed-loop interconnection of the plénwvith the
20 1= 2cU2Zp, theobservable events controller# is non-blocking.



3.4 Closed-loop properties Proposition 8. Given a control probleniZ, £, &), represented
by L; =limL;, £ =limE, whereLs,E C 2* are complete§ =

This subsection relates solutions of the control problem t@lo&) N L, andE = (pre€) NL, for anyK C Z* that satisfies

properties of the full closed-loop behaviour. the requirements (L1)—(L5) given in (Moor et al., 2012), the

Proposition 6.1f #H is a solution to the control problem controller’ = pglimK solves(z, £, ). For#!:=pglimKT,
(Z, L, &), where L is an |O-plant, then the full closed-loop whereK! denotes the supremal solution w.r.t. (L1)—(L5), we
behaviourC = £; N H; satisfies K1-K5: havel | H' =L || H'.

K1 K enforces the specificatia i.e.. K C £, Proof. To prove the first part, we show, thidt= lim K satisfies

K2 K is w-controllable w.r.tZ,c, £;), K1-K4. Regarding K1, observe that by L4 InC limE =
K3 Kis w-normal w.r.t.(Zo, Ls), lim((pre€)NLs) = (clo€) N Ls = £. Regarding K2, we pickC
K4 prek is normal w.r.t.(Zo, preLs) as candidat®s and observe that controllability of pkefollows

from L2. Relative closedness is given by L5, since Kim=
lim(preKNL;) = (cloX) N Ls. Thus, K2 is satisfied. Regarding
3 and K4, observe, that normality of ptew.r.t. (Zo,preLs)
dllows from L3. Normality ofK is given by relative closedness
of K w.r.t. L; and K4. By Proposition 7H = pw limK solves

(Z,£,£). Regarding supremality, note that || %' = £; N

K5 prek possesses locally free inpuds andUe.

Proof. K1 and K2 are immediate consequences of C1 and C
respectively Regarding K3 observe that

C (Pep PE/C) N Ls = (pep Pep(Hs N L5)) N L5 €

. (pCP PepPep ) N (Pep PepLs) N Lz = Hs N Ly = K. (P lim KT € £ || 1T, sinceH! solves(Z, £,€). We prove
K4 is obtained by the reverse direction bg | H C LsN(clo(L || H)) = LsN
prek C (pepPepPrekl) N (preLs) = clolimK =limL;NlimpreK =lim(L; NpreK) = lim K. Hence,
(pgépcppre(”)"lz NLs))N(prels) C limKT=. I HI C L I HIT ClimKT, ands I H =L I HT. O
(pg;pcppreHz)m(pg;pcppreﬁz (prels) = Future work focuses on the development of algorithms for

reHs) N (prels) — pre(Hs N Ls) — prek. the case of more general specifications, which is still amope
(pre3s) N (preLs) = pre(Hz N L;) = p question. See also (Thistle and Wonham, 1994; Thistle and

For the penultimate equality, recall that C2 implies tBatand Lamouchi, 2009) and the literature cited therein.

‘Hs are non-conflicting. Regarding K5, we piskr € prelC,
U, 4" €Ue, andv, v' € U, such thasu € prelC andrv < prek. 4. HIERARCHICAL CONTROLLER DESIGN

Observe thatsu, rv € prekC C prel;. According to P2 it

follows thatsu’ € preLs. Furthermore, the locally free input Consider a control problettt, £, £), a solution{ and the full

Uc of prel; implies thatsv’ € pre£;. From w-controllability  closed-loop behaviou€ = £; N#H;s. Theexternal closed-loop
of Hy w.r.t. (Zyc, £5) ands, r € pre#; follows thatsy’, rv’ € behaviour£H := p&K can again be interpreted as a plant. Thus,
pre?s. Recall again that’; and H; are non-conflicting, to given a specificatio", we obtain another control problem

obtainsy’, rv’ € (prels) N (preHs) = prekC. O (zH, £H £9). Provided we find a solutiok", we end up with
_ a hierarchical control architecture; see Figure 2, to thbtri
3.5 Controller synthesis e T up e T lUc“
Vice versa, anyo-language that satisfies properties K1-K4 can [Lcontroller 74 _J - ( Controler 77 |
be shown to be a solution to the control problem. ! |u ! | w1 [u vl [u
Proposition 7. Given a control problerts, £, £), consider any | -Sontolers _ o Controller#t
closed-loop candidat€ C z. If K satisfies K1-K4, then, the K || Specificatione | = Specification | = K
controller’ = p& solves(Z, L, €). |O-Plant£ 10-Plant2

3N TR I P I T T
Proof. According to K1 and K3, we have th&t NH; = L5 N

(PepP&HK) = K C € andH satisfies C1. To establish C2, pick Fig. 2. Abstraction based hierarchical controller design
an arbitrarys € (preLs) N (pre gypep/C). By K4, we obtain

H pH oHy (i
s € prek. According to K2, we can chooses C Ls N K C Rather than to solvex", £7 &™) directly, we propose to use

L NHy such thats € preVs, and préJs is controllable w.rt. thﬁ. spemﬂcgﬂon ¢ as a.n abstrgctlop of Lhe ploz)ant behaviour

(Sue, preLs), and, Vs is relatively closed w.r.tZs. Hence, £ :S€€againFigure 2. SindeC & implies L™ = pceC C peet,

is w-controllable and satisfies C2. o solutions#™ of (1, p@e, €M) are readily observed to also
satisfy C1 for the actual control problegz™, ™, &), In

As a consequence of the above two propositions and in compdientrast to the actual closed-lodp the specificatiorf does

ance to common approaches in supervisory control, solsitionot express how the control objective is achieved and, hésce

to a control problem can be obtained from the supremal closeexpected to be considerably less complex.

loop behaviour, as characterized by K1-K4. . .
However, the proposed approach raises two questions.

If £ and€ can be represented by limits of regulalanguages, , are the plant properties P1 and P2 6f retained under

and, if £ is relatively topologically closed W.r.t/.‘,,_yhen, the closed-loop composition and, thus, also satisfiedBg

results presented by (Moor et al., 2012) can be utilized tainb . oo Hy gl

a practical solution to the control proble(s, £, ). Referring  © Can we guarantee that theHSOIgt'OES(E. > Pees, £7) also

to the discussion in Section 6, (Moor et al., 2012), the fuitmy solve the actual problen=™, L7, £7), i.e., possess both

proposition gives a representation of the supremal sol@o properties C1 and C2?

of the control problentZ, £, &): We provide affirmative answers to both questions.



4.1 Non-anticipating |O-plant

In (Moor et al., 2011), it has been shown that locally freeuitsp

To establish w-controllability of K w.r.t. clok, consider
the cgndiqlateVSN =VsNVs. Clearly, Vs C Ig Furthermore,
Vs =VsNVs = VsN(cloVs) N Ls = Vs (cloVs) = (cloVs) N

as imposed by P2, do in general not imply a non-blockingcioVy) O cloVs, i.e., Vs is closed and, thus, relatively closed
closed-loop for an abstraction based controller designieMoyy r.t. any superset. To show controllability of piaw.r.t. prekC,

specifically, the cited paper elaborates a variation of &’
notion of non-anticipating input-output systems as a seffic
structural plant property for a non-blocking closed-loBpsed
on these considerations, we impose the additional reqeiné
P3 onL and refer to the plant asren-anticipating 1O-plant

P3 L is w-controllable w.r.t(Up UUg, cloL).

While P2 requires the plant to accept any input locally,
requires that the liveness properties possessed by thenpéan
at no instance of time restrict the input in its infinite flepsee

Moor et al. (2011) for a detailed discussion of P3, includin

we pickr € pre(ﬁsm}s) - (pref/s) N(preVs) ando € UNCL'JUe
such thatr o € prefC C preL;. By controllability of pre/s and

mpref)s, it follows thatro e (preVs) N (preVs). To establish

roe pre(f/sﬂf/s), observe that each eventins uncontrollable
for either pré’s or preVs. Thus, starting withrg = ro, we
can construct a strictly increasing sgquel(lnﬁ C (preVs) n

PBoreDs) with limit w:= lim(rn) € (cloVs) N (cloVs). SinceVs

is closed, we havey € Vs C L;. By relative closedness ofs

dv.r.t. Lz, we obtainw € Vs. Hencefo € pre(VsN V). a

examples. The following two propositions draw conclusions _ )
from P3 regarding the full plant behaviour and the closexplo 4-2 Propagation of plant properties

behaviour, respectively.

Proposition 9. If £ is a non-anticipating 10-plant, thef; is
w-controllable w.r.t(>:UUpUUe, cloLs).

Proof. From the definition ofLs, we note that pré€s; C
pre(pye (£ U preL)) = pyepreL. Pick an arbitrary string €
preLs, let r := pyes, and observe that € preL. SinceL is
non-anticipating, we can choo3 C £, such that € prel,
and pré/; is controllable w.r.t(Up, UUe, prec), and) is rela-
tively closed w.r.t. claC. Recall that relative closedness w.r.t.

closed language implies closedness. In partic&)a’rs closed.
To establish the non-anticipating property &f, consider the
candidate

Vs = (ppe (Ve Uprel)) N (clo((Yp(YeUc)*Up)* (Yee))®).
Clearly,Vs C L; and pré&/s C pre q;g’(f)r U pref/r) = pgépref)r.
Further, we have thate preVs, since Res=TrC pref/r andsC
pre((Yo(YeUc)*Up)*(YeUe)*). To show controllability, pick an
arbitrary strings’e preVs ando € £:UU,UUe such thatsg €
preLs. In particular, peS € pyPpePreVr = pAreVr and pe(50) €
PpePrels C preL. Controllability of prely w.r.t. preC im-
plies that p.(50) € preV;. In addition, there exists e 5
such that ge(So)u € Vr. We choosewv € % such thatsow e
clo((Yp(YeUc)*Up)* (YeUe) ") and [fa(Sow) = ppe(So)u. Note
thatsSow € Vs and, hencesd € preVs. Finally, oﬁ)serve that
Vs = (pgé’(f/r UpreVr)) N (clo((Yp(YeUe)Up)* (YeUe)*)®)

= (pﬁgd(ﬂ}r U pﬁé’pre)}r) N (clo((Yp(YeUc)"Up)* (YeUe)*)®)

= (cloppgPr) 1 (clo((Ya(YeUe) Up)* (YeUe))).

As the intersection of two closed languaggsis closed. O

Proposition 10.1f 7 is a solution to the control problem

(Z, L, &), and if £ is a non-anticipating 1O-plant, then
K6 K is w-controllable w.r.t(UcUUe, clok).

Proof. We prove the claim by construction of a suitableC K
for an arbitrarily choses € preiC. Referring to Proposition 9,
there existsVs C Ls, such thats € preVs, and pré’s is con-
trollable w.r.t.(Xc UUp UUg, preLs), andVs is relatively closed
w.r.t. clols. In particular,f/s is closed. By Proposition 6¢
satisfies K1-K5. Referring to K2, we choodg C K with
s e preVs, and pré’s is controllable w.r.t(Z,c, preLls), andVs
is relatively closed w.r.tCs.

We are now in the position to show that the plant properties P1
P3 are retained under closed-loop composition, i.e., ttereal
closed-loop behaviour is again a non-anticipating 10-plan
Theorem 11.For a non-anticipating 10-planf and an 10-
specification€, consider a solutiori{ of the control problem
(Z, £, £). Then the external closed-loogyt, with £ = £; N
Hs, Is a non-anticipating 10-plant, too.

Proof. Regarding P1, we refer to K1 and E1 to obtafjp C
0E C ((YeUe)* (YeUe)*)®. Regarding P2, recall from K5 that
K has locally free inputsle andUe, that are preserved under
projection toZ¢c.. We are left to show P3. Picke pre {2K.
Then, there exists € pre/C such that pt = s. According to
K6, we can choos&; C K such thatf € preV;, and prei
is controllable w.r.t.(UcUUe, prek), and Vi is closed. As a
candidate to establish P3, Igf .= pggﬁt. Note thatVs C p&/C.
Further,s = pet € pePreVt = preVs. To verify controllability
of preVs, consider an arbitrarg € preVs ando € UcUUe such
thatso € pre 2. Then, there existse prek such that pf =$
andf e preVt. Furthermorefo e prek., sincess = p (o) e
pceprekC. Controllability of pref)t implies thatfo € pref/t and
Pee(fo) € PecPreVk = preVs. Thus, prés is controllable w.r.t.
(UcUUe, pre2K). To verify closedness oVs, observe that

Vs = peli = (pecloVt) NZL = clop@hx. m
4.3 Abstraction based controller design

We adapt the argument presented in (Moor et al., 2011) to the
closed-loop configuration with external signals.

Theorem 12.Given a control problentZ, £, £) with a non-
anticipating 10-plantZ, let £’ C 2% denote a plant abstraction,
i.e., £ C L. Then, any solution ofZ, £, £) solves(Z, L, ).

To prove Theorem 12, we use the following technical lemma.

Lemma 13.For a non-anticipating IO-plant, the full be-
haviour can be represented as a unfen= UgcaLa, Where for
allae A

(i) La has locally free inputbl, UpL'JYc, andUe.

(i) Laisclosed.
Proof. Technically, P3 together with Proposition 9 implies

that Ly itself is the suprematv-controllable sublanguage of
Ls. Thus, by (Moor et al., 2011), Proposition 125 can be



represented as a unidly = UaeaLla, Where, for eacha € A, which we repeatedly design a controller, derive the cldseg-
preL, is controllable w.r.t.(ZCUUpUUe, prels) and L5 is and use the specification as an abstraction for the subsequen
closed. To establish (i), we picke =*, u,u’ € Ug, with su €  controller design. In contrast to earlier work, e.g. (Perkle
preLa. The locally free input of pré; impliessu’ € prels,and  2006), we treat more general liveness properties posségsed
controllability of preC, w.r.t. pres implies, thatsy’ € preL,.  the plant or required by the specification.

Locally free inputdJ, UYe, andUe are verified likewise. Onaoi . .

s i ngoing work focuses on decentralized control architestur
Lemma 14.Under the hypothesis of Theorem 12, consider anyyolving dependencies between subsystems, and the gevelo
solution # of the control problem(Z, £/, €). If V' € L; N mentof algorithms for the practical solution of further tyesis
H, and if pre)” is controllable w.r.t(>uc £;), and if V' is  proplems. Besides, we address the utilization of the pteden
relatively closed w.r.tZ;, thenZ; and)” are non-conflicting.  configuration in the context of industrial applicationsesal
attention is paid to modular and reusable plant models and

Proof. Pick an arbitrary string € (preL;) N (pre)’). Referring specifications, e.g., for production or transportationeys.

to Lemma 13, we represeri; as L = Uaeala With Lg
satisfying conditions (i) and (ii). In particular, thereistsa € A REFERENCES
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